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Abstract: Although the black and white populations in the United States differ, on average, by about one standard deviation 
(equivalent to 15 IQ points) on current IQ tests, they differ by various amounts on different tests. The present study examines the 
nature of the highly variable black-white difference across diverse tests and indicates the major systematic source of this between-
population variation, namely, Spearman's g. Charles Spearman originally suggested in 1927 that the varying magnitude of the mean 
difference between black and white populations on a variety of mental tests is directly related to the size of the test's loading on g, the 
general factor common to all complex tests of mental ability. Eleven large-scale studies, each comprising anywhere from 6 to 13 
diverse tests, show a significant and substantial correlation between tests' g loadings and the mean black-white difference (expressed 
in standard score units) on the various tests. Hence, in accord with Spearman's hypothesis, the average black-white difference on 
diverse mental tests may be interpreted as chiefly a difference in g, rather than as a difference in the more specific sources of test spore 
variance associated with any particular informational content, scholastic knowledge, specific acquired skill, or type of test. The results 
of recent chronometric studies of relatively simple cognitive tasks suggest that the g factor is related, at least in part, to the speed and 
efficiency of certain basic information-processing capacities. The consistent relationship of these processing variables to g and to 
Spearman's hypothesis suggests the hypothesis that the differences between black and white populations in the rate of information 
processing may account for a part of the average black-white difference on standard IQ tests and their educational and occupational 
correlates. 
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In representative samples of native-born black and white 
Americans, the latter have scores that are an average of 
about one standard deviation higher than the former in 
the distribution of scores on standard psychometric tests 
of general intelligence and tests of scholastic aptitude and 
achievement (Jensen 1973a, Chap. 7; Loehlin, Lindzey & 
Spuhler 1975; Osborne & McGurk 1982; Shuey 1966). 
One standard deviation (SD) difference between the 
means of two approximately normal distributions with 
approximately equal SDs corresponds to a median over­
lap of about 16%, that is, 16% of the scores in the lower 
distribution surpass the median score (or 50th percentile) 
of the higher distribution. 

Not all psychometric tests of ability, however, show the 
same mean difference (in SD or or units) or the same 
median overlap between the black and white popula­
tions, even when the very same samples are compared on 
various tests.1 There is significant variation in the magni­
tude of the black-white difference from one test to 
another (Loehlin et al. 1975). For example, the popula­
tion means differ in varying degrees on tests of various 
abilities, such as the Verbal, Reasoning, Spatial, and 
^umerical subscales of the Differential Aptitude Tests 
(Lesser, Fifer & Clark 1965). The average black-white 
pjtference is also much smaller on what I have termed 
L e v e l I abilities (short-term memory and rote learning) 

than on Level II abilities (reasoning, abstraction, and 
problem solving) (Jensen 1973b; 1974a). 

Differential psychologists have made little systematic 
effort to understand these statistically significant and 
fairly consistent variations among tests with regard to the 
size of the mean black-white difference. For many years 
now the most popular explanations have invoked cultural 
and linguistic differences. The tests showing the largest 
group differences are claimed to be biased against many 
black persons because of their emphasis on white middle-
class cultural content, and the standard English used in 
verbal tests is claimed to be a less familiar and less 
appropriate testing medium for black testees. The ex­
planatory power of these two hypotheses, however, has 
failed when the predictions that should logically follow 
from them have been empirically tested. When items 
from standard tests have been classified or rated by expert 
judges in terms of the i tems' cultural content, indepen­
dently of any knowledge of the actual item statistics, the 
ratings of i tems' cultural loadings are not positively relat­
ed to the i tems' black-white discriminability (Jensen 
1977a; Sandoval & Miille 1980). In fact, McGurk (1951; 
1953a; 1953b) found just the opposite. McGurk asked a 
panel of 78 judges, including professors of psychology and 
sociology, to classify 226 items from several well-known 
standardized tests of general intelligence into three cate-

Cambridge University Press OUO-525X/85/020193-7V$06.00 193 



Jensen: Black-white difference 

gories: least cultural, neutral, and most cultural. (The 
meaning of "cultural" was left up to the subjective judg­
ment of the raters.) The 184 items on which there was 
highest agreement among the judges as to the items' 
being most or least cultural were administered as a test to 
large samples of black and white high school pupils. It 
turned out that the mean black-white difference on the 
test composed of items classified as "least cultural" was 
almost twice as great as the mean black-white difference 
on the test composed of items classified as "most cultur­
al." Obviously, there must be some property on which 
these two classes of items differ, apart from their judged 
cultural loading, that would account for this surprising 
result. 

The claim that the style of language used in most 
standard verbal tests contributes to the population dif­
ference should lead to the expectation of a greater black-
white difference on verbal than on nonverbal tests. How­
ever, the massive evidence on this issue is unequivocally 
counter to this expectation. McGurk (1975) has reviewed 
virtually the entire published literature between 1951 
and 1970 regarding the median overlap between black 
and white score distributions on verbal and nonverbal 
intelligence tests. Surprisingly, the percentage overlap is 
greater for verbal (19%) than for nonverbal tests (15%) - a 
difference significant beyond the .01 level. Thus, in actu­
al fact, the black-white differential is slightly smaller on 
verbal than on nonverbal tests. However, Jensen (1974b) 
found that when items from what is generally deemed a 
highly culture-loaded verbal test (the Peabody Picture 
Vocabulary Test) and items from a relatively culture-
reduced nonverbal test (Raven's Colored Progressive 
Matrices) were perfectly matched for difficulty in a white 
sample of elementary school children, and then adminis­
tered to a sample of black children in the same grades, 
there was no significant difference between the mean 
scores of the black pupils on the verbal and nonverbal 
tests. In other words, verbal and nonverbal tests that 
were perfectly matched in difficulty at the item level for 
white testees were thereby also matched in difficulty for 
black testees. Obviously, the mean black-white dif­
ference in the test scores is not closely linked to the 
verbal-nonverbal dimension of test characteristics. 
There has been the same sort of findings with the Wechs-
ler Intelligence Scale for Children-Revised (WISC-R). 
When large black and white samples were either statis­
tically equated or actually matched on Full Scale IQ, they 
showed no significant differences on such highly verbal 
subtests as Information, Similarities, and Vocabulary 
(Jensen & Reynolds 1982; Reynolds & Jensen 1983). 

If variation in the mean black-white difference on 
various tests cannot be attributed either to variation in 
the tests' cultural loading or to the tests' degree of 
dependence on language, then we must inquire which 
other characteristic of tests or test items is primarily 
responsible for the population difference. 

Spearman's hypothesis 

Charles Spearman (1863-1945) was one of the most 
creative intellects in the history of psychometrics. He 
gave us factor analysis, the rank-order correlation coeffi­
cient, the correction for attenuation, and the precise 

formulation of the relationship between the length of a 
test and its reliability. With his formulation of the "noe-
genetic laws" of cognition he can also be credited as a 
leading pioneer in what we today term cognitive theory 
(Spearman 1923). It also happens that he expressed an 
interesting and potentially unifying insight into the 
nature of the variation in the size of the black-white 
difference on diverse mental tests. Considering Spear­
man's excellent track record in psychometrics, it might 
pay to take another look at his original conjecture on the 
subject of black-white differences. 

Spearman, in 1927, suggested a hypothesis concerning 
the nature of the black-white difference, which, as far as I 
can determine, has never been subjected to empirical 
investigation beyond Spearman's original observation. In 
commenting on a study by Pressey and Teter (1919), in 
which 10 diverse mental tests were administered to large 
samples of black and white American children, Spearman 
noticed that the black children, on average, obtained 
lower scores than the white children on all 10 tests. But 
he also noticed that the mean difference "was most 
marked in just those [tests] which are known to be most 
saturated with g" (Spearman 1927, p. 379). The smallest 
difference was on a test of rote memory, the largest on a 
test of verbal ingenuity (Disarranged Sentences). The 
first test had been found to be the poorest of the 10 tests in 
differentiating mentally retarded and average persons, 
whereas the second test was the most discriminating. 
Since Spearman's observation was based on a rather 
limited and unreplicated set of data, it seems best to 
regard it not as an empirical generalization but as a 
hypothesis. I shall henceforth refer to it simply as Spear­
man's hypothesis. 

The nature of g 

The g factor is Spearman's label for the single largest 
independent source of individual differences that is com­
mon to all mental tests, regardless of form, content, or 
sensorimotor modality. It is the general (hence g) factor in 
any collection of tests, whether their items consist of 
verbal, numerical, spatial, pictorial, or any other content, 
provided they require some minimal degree of mental 
effort and there is an objective criterion of superior 
performance. Few present-day psychometricians would 
disagree with the conclusion expressed by Sternberg and 
Gardner (1982): "We interpret the preponderance of the 
evidence as overwhelmingly supporting the existence of 
some kind of general factor in human intelligence. In­
deed, we are unable to find any convincing evidence at all 
that militates against this view" (p. 231). Because the g 
factor is, in a sense, a distillate of the variance that is 
common to any large collection of diverse tests, it tends to 
minimize sources of variance attributable to specific prior 
learned content, skills, talents, or interests. Most of the 
variance associated with these features turns up, in the 
factor analysis model, in the so-called group factors or in 
the specificities. 

Spearman's g is surely one of the most interesting and 
enduring constructs in all of psychology. Unfortunately, 
our present knowledge about the nature of g is limited to 
descriptions of the types of tests or problems that are most 
g-loaded and to the general characteristics of the cog-
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nitive processes that most highly g-loaded tasks seem 
to have in common. Spearman (1927) described these 
characteristics as "the eduction of relations and corre­
lates" (i. e., inductive and deductive reasoning) and "ab-
stractness." But I should emphasize here that Spearman's 
so-called two-factor theory of mental ability and his theo­
ry of g as a kind of general "mental energy" are of no 
particular relevance or importance in the present discus­
sion. At this point, g need not be attributed any meaning 
beyond its operational definition in terms of factor analy­
sis. The nature of g in terms that are independent of factor 
analysis is a separate theoretical issue subject to empirical 
study in its own right. Little, if anything, is as yet known 
about the physiological and biochemical substrate of g, 
although some empirically testable theories have been 
proposed (e.g., Eysenck 1982a). What we do already 
know about g with some assurance, however, is that its 
measurement does not depend on any particular test or 
on types of test or on any particular item contents. These 
all are merely vehicles, and g can be measured by a 
virtually unlimited variety of vehicles. Nor does the 
elicitation of g depend on specific acquired knowledge or 
skills. As a psychological construct, g cannot be ade­
quately defined in terms of specific types of information, 
items of knowledge, specialized skills, or particular cog­
nitive strategies. As David Wechsler (1958) has re­
marked, "Unlike all other factors [g] cannot be associated 
with any unique or single ability; g is involved in many 
different types of ability; it is in essence not an ability at 
all, but a property of the mind" (p. 124). While not yet 
well understood theoretically, g is unquestionably the 
single largest source of individual differences in all cog­
nitive activities that involve some degree of mental com­
plexity and that eventuate in behavior which can be 
measured in terms of some objective standard of perfor­
mance. 

Although a great deal more could be said about g, a few 
of the most salient findings, which I have documented 
elsewhere (Jensen 1980a, Chaps. 6 and 8), will be pre­
sented here, as background for the present study. 

• The fundamental observation giving rise to g is the 
positive manifold phenomenon; that is, the existence of 
positive correlations between all tests in the cognitive 
domain, over a wide range of diversity, regardless of the 
content or other surface characteristics of the tests them­
selves. The g factor represents this salient fact of nature 
better than any other single factor or any combination of 
multiple orthogonal factors (which disperse the g variance 
among a number of primary factors and thus artificially 
create the misleading impression that there are zero 
correlations among the several clusters of tests defining 
the primary abilities). 

• Taken together, the g factor plus smaller group factors 
(primary abilities independent of g) best represent the 
fact that, on average, overall differences between indi­
viduals in the population are greater than the differences 
among various abilities within individuals. Multiple 
orthogonal (i.e., uncorrelated) factors, without g, would 
not lead us to this (empirically established) expectation. 

• Certain tests (generally those involving greater com­
plexity of mental manipulation) are consistently more 
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g-loaded than others when factor-analyzed in different 
batteries of various tests. Cognitively less complex tests 
(usually involving sensorimotor skills or rote learning 
ability) have rather consistently weak g loadings. 

• Essentially the same g emerges from collections of 
tests that are superficially quite different, such as the 
Verbal and Performance subtests of the Wechsler Intel­
ligence Scales, for which the g factor scores are correlated 
about +0.80. Unlike all other factors, g is not tied to any 
particular type of item content or acquired cognitive skill. 
(This is the basis for Spearman's theorem of "the indif­
ference of the indicator" of g.) 

• It has proved impossible to construct a test to measure 
any of the primary mental abilities (or first-order factors) 
that does not also measure g (Eysenck 1939). That is to 
say, scores on so-called factor-pure tests (i.e., tests de­
signed to measure some single factor other than g) always 
measure g in addition to whatever primary ability factor 
they were specifically devised to measure. In tests of the 
primary mental abilities, moreover, the g variance is 
generally greater than the variance attributable to the 
primaries per se (e.g., verbal, numerical, spatial, memo­
ry). However, it has proved possible to devise tests that 
measure g and little or nothing else. 

• The g factor reflects more of the variance observed in 
informal, commonsense estimates of intelligence, by par­
ents, teachers, employers, and peers, than any other 
factor that can be extracted from psychometric tests. 
There is considerable commonality between psychol­
ogists' technical conceptualization of intelligence and the 
meanings attributed to "intelligence" by laymen (Stern-
berg et al. 1981). In addition, g discriminates more 
accurately than any other factor between average persons 
and persons diagnosed as mentally retarded by indepen­
dent, nontest criteria, and between average persons and 
those who are recognized as intellectually gifted on the 
basis of their accomplishments. 

• There is no general factor of human learning ability 
that is different from, or independent of, the g of psycho­
metric tests. However, there is much more "specificity" 
(i.e., variance not related to any common factors) in 
various laboratory learning tasks than in most psycho­
metric tests composed of numerous items. 

• Although g may not be equally valued in all cultures, 
individual differences in g-related abilities can be recog­
nized even by persons in societies that differ widely from 
Western industrial civilization (Reuning 1972). 

• In its practical ability to forecast the success of 
individuals in school and college, in armed forces training 
programs, and in employmentin business and industry, g 
carries far more predictive weight than any other factor or 
any other combination of factors independent of g (Jensen 
1984a). This means that many "real-life" kinds of perfor­
mance, and not just psychometric tests, are substantially 
g-loaded. 

• As Humphreys (1981; 1983) has pointed out, even 
where mental tests are not implicated, the naturally 
occurring educational and occupational selection in our 
society involves g more than any other measurable psy­
chological variable. Each "sieve" in educational and oc-
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cupational screening selects on g, and this observation is 
as applicable in communist countries where mental abil­
ity tests are officially forbidden as it is in the United 
States. For this and other reasons, Humphreys aptly 
refers to g as "the primary mental ability." 

• The genetic phenomenon of inbreeding depression 
(i.e., the diminution of a metric character in the offspring 
of genetically related parents, such as siblings or cousins) 
is indicative of genetic dominance of the genes enhancing 
the trait in question and suggests that during the course of 
human evolution there has been directional selection for 
genes that enhance the trait. Large-scale data on the 
offspring of cousin matings show that the degree of 
inbreeding depression observed on 11 diverse subtests of 
the Wechsler Intelligence Scale for Children is positively 
and significantly correlated with the subtests' g loadings 
(Jensen 1983a). (This is equally true whether g is extract­
ed as a first principal factor or as a hierarchical second-
order factor.) 

• The g factor (and g factor scores) are substantially 
correlated with measures of the speed of information 
processing in simple laboratory tasks, such as simple and 
choice reaction times, which bear no resemblance to the 
usual psychometric tests from which the g is extracted 
(Carlson & Jensen 1982; Jensen 1979; 1980b; 1981; 1982a; 
1982b; Jensen & Munro 1979; Nettelbeck & Kirby 1983; 
Vernon 1981b; 1983). It has been found, in a sample of 
100 university students, that speed of information pro­
cessing, as measured by reaction-time techniques, is 
correlated about 0.5 (or 0.7 when corrected for restriction 
of range) with the g factor of the Wechsler Adult Intel­
ligence Scale (WAIS) and that no additional component of 
variance in the 12 WAIS subtests (including the verbal, 
performance, and memory factors) shows a significant 
correlation with the reaction time measures (Vernon 
1983). At an even more basic level, there is now consider­
able evidence that g is correlated with such physiological 
variables as the amplitude, latency, and complexity of 
averaged evoked potentials in the brain, as measured by 
means of EEG apparatus and electrodes attached to the 
scalp (e.g., Callaway 1975; Eysenck 1982a; Hendricksen 
& Hendricksen 1980; Jensen, Schafer & Crinella 1981; 
Schafer 1982; Shucard & Horn 1972). 

The fact that the g factor, more than any other factor, is 
related to variables such as choice reaction time, the 
average evoked potential, and inbreeding depression -
variables whose origin and measurement are entirely 
independent of factor analysis - suggests that g is not 
merely a theoretically empty mathematical artifact of 
factor analysis but a construct laden with theoretical 
significance that extends well beyond the algebraic opera­
tions involved in its extraction from the intercorrelations 
among psychometric variables (Jensen 1983b). 

Elementary cognitive tasks (ECTs) and g 

The correlation of psychometric g with reaction time and 
other chronometric variables derived from elementary 
cognitive tasks (ECTs) suggests the existence in all cog­
nitive tasks of a common mechanism that causes indi­
vidual differences in performance to be positively inter-

correlated and hence allows the emergence of a general 
factor. Individual differences in performance on the 
ECTs used in chronometric studies are attributable not 
mainly to the intellectual content of the ECTs but to the 
speed or efficiency with which the ECTs are performed. 
ECTs are extremely simple laboratory tasks that are 
specially devised to measure response latencies in mak­
ing decisions reflecting such elementary cognitive pro­
cesses as stimulus apprehension, stimulus encoding and 
transformation, short-term memory scanning, retrieval of 
highly overlearned words from long-term memory, dis­
crimination, mapping of semantic or spatial relations, and 
the like (Jensen, in press). Our own laboratory tasks are so 
simple that response latencies for young adults are gener­
ally less than one second. Yet highly reliable individual 
differences in response latencies emerge when averaged 
over a number of trials. Individual variation in speed of 
response to ECTs extends far beyond the range of varia­
tion in response time that can be accounted for in terms of 
sensory lag, speed of neural conduction in sensory and 
motor pathways, and muscle latency. Thus individual 
differences in response speed to ECTs appear to be 
largely of central origin. This is true even of simple 
reaction time. 

That the speed of cognitive processes is related to 
physiological processes at the interface between brain 
and behavior is suggested by the evidence of average 
evoked potentials and the effects of physiological varia­
tions on reaction times. At present, there are only highly 
speculative theories as to the nature of these physiological 
mechanisms — the theory of errors or "noise" in the 
transmission of neural impulses (Eysenck 1982a), for 
example, or the theory of neural oscillations (Jensen 
1982b). 

Theorization at the psychological level of information 
processing is far more highly developed, however. One 
central theory holds that the speed and efficiency with 
which persons can execute the various elementary cog­
nitive processes called for by ECTs are correlated with 
performance on highly diverse g-loaded psychometric 
tests because successful performance on all such tests, 
however markedly they may differ in appearance and 
surface content, depends on the execution of a number of 
shared or common underlying cognitive processes. 

A crucial construct in this theory, which attempts to 
explain the correlation between mental speed, as mea­
sured in ECTs, and scores on complex psychometric tests 
of intelligence, is what has been termed "working memo­
ry" in theories of information processing. Working mem­
ory is understood to be a short-term memory system with 
a distinctly limited capacity for processing incoming in­
formation or.information retrieved from long-term mem­
ory. Without continuous rehearsal, the limited informa­
tion in working memory rapidly decays beyond retrieval 
and must be replaced by new input. Not only does the 
process of mentally manipulating the information being 
held in working memory absorb some of its capacity for 
processing incoming information, but every mental oper­
ation takes up a certain amount of time, and if common 
processes are involved in two or more different opera­
tions, these must be performed successively to avoid 
interference with successful execution of the operations. 
Overloading the capacity of the system causes shunting or 
inhibition of the information input or a momentary break-
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down in internal operations. These effects have been 
demonstrated experimentally in many studies and are 
quite generally acknowledged as established phenomena 
in experimental cognitive psychology (Posner 1966; 1978; 
1982). 

How then do these limitations of working memory 
figure in the observed correlation between mental speed 
in various ECTs and performance on untimed psycho­
metric tests? A faster rate of mental processing (e.g., 
encoding stimuli, chunking, transformation, and storage 
of incoming information and retrieval of information from 
long-term memory [LTM]) would presumably permit the 
system to compensate, in effect, for its limited capacity, 
by allowing critical operations to occur before the decay of 
information in working memory. At a slower rate of 
processing, the trace would decay before the solution was 
achieved, and repetition of the information input would 
be required until the correct response could occur. Mem­
ory span for recalling digits backward should be smaller 
than the span for digits forward, according to this line of 
reasoning, because the operation of reversing the digits 
takes a certain amount of time, during which the informa­
tion in working memory decays. And indeed, backward 
digit recall is consistently inferior to forward digit recall. 
Subjects who can recall seven digits forward can usually 
recall only five digits backward. Beyond some optimal 
point, which varies across individuals (the average being 
seven digits), the greater the number of digits presented, 
the smaller the number of digits recalled in correct order. 
Both forward and backward digit span are correlated with 
psychometric g, and are often included in IQ tests such as 
the Stanford-Binet and Wechsler scales. Yet backward 
digit span, because of its greater processing demands, 
consistently shows a higher g loading than forward digit 
span. 

Similarly, successful performance on all mental test 
items depends on various elementary cognitive pro­
cesses, the more complex items making the greater pro­
cessing demands in terms of information storage, opera­
tions performed, information retrieved from LTM, and so 
forth. The more complex the information and the opera­
tions required, the more processing time demanded, and 
consequently, the greater the advantage of speed in all 
the elementary processes involved. Loss of information 
due to overload interference and decay of traces that were 
inadequately encoded or rehearsed for storage or re­
trieval results in "breakdown" in grasping all the essential 
relationships required for arriving at the correct answer. 
Speed of information processing, therefore, should be 
increasingly related to success in dealing with cognitive 
tasks as the informational load increasingly strains the 
individual's limited working memory. Thus, the most 
discriminating test items are those that "threaten" the 
processing system at the threshold of "breakdown," be­
yond which erroneous responses occur. In a series of test 
items of graded complexity, this "breakdown" would 
occur at different points for various individuals. If indi­
vidual differences in the speed of the elementary compo­
nents of information processing can be measured in tasks 
that are so simple as to rule out "breakdown" failure, 
moreover, it should be possible to predict the individual 
differences in the point of "breakdown" for more complex 
tasks, such as Raven Matrices items or other items typ­
ically found in IQ tests. This is the hypothesized basis for 

the observed correlations between response latencies on 
ECTs and scores on complex g-loaded tests. 

Such correlations will differ in magnitude because of 
the complexity of the ECTs and of the test items them­
selves, since the more complex items involve a greater 
number of different processes, allowing more shared 
variance. As is well known in factor analysis, complex 
tasks are more highly g-loaded than simple tasks. Hence, 
a variety of ECTs combined will show a larger correlation 
with psychometric g than will any single ECT, however 
reliably the response latencies are measured. Correla­
tions between ECTs and psychometric tests may also be 
limited by the degree to which successful performance on 
the tests depends upon specific knowledge content or 
learned strategies for solving certain types of problems 
(e.g., the use of Venn diagrams for solving syllogisms); 
these correlations may also be limited by the extent to 
which individuals differ in possessing such knowledge or 
skills. Some of the variance in psychometric test scores -
just how much is still uncertain - is attributable to various 
"metaprocesses." Such metaprocesses include strategies 
for selecting, combining, and using elementary pro­
cesses, problem recognition, rule application, planning, 
allocation of resources, organization of information, and 
monitoring one's own performance. Different meta­
processes are intercorrelated because they have certain 
elementary processes in common, because they all must 
operate within the time constraints of working memory, 
and also because the experiential factors that inculcate 
certain metaprocesses are correlated in the educational 
and cultural environment. 

Testing Spearman's hypothesis 
Spearman's hypothesis that the magnitudes of black-
white mean differences on various mental tests are di­
rectly related to the tests' g loadings, if fully substanti­
ated, would be an important and unifying discovery in the 
study of population differences in mental abilities. Spear­
man's hypothesis, if true, would mean that the black-
white difference in test scores is not attributable merely 
to idiosyncratic cultural or linguistic peculiarities in this 
or that test, but to a general factor which all mental tests 
measure, and which some tests measure to a greater 
degree than others. 

The finding of mean differences in g between popula­
tions, of course, does not necessarily rule out cultural 
influences (e.g., those lowering its reliability, or its valid­
ity relative to external criteria). But g would reflect only 
those broad influences which are manifested not in any 
particular item, test, or type of test but in a very wide 
variety of tests that differ greatly in the types of knowl­
edge and cognitive skills that they sample. 

No data, so far, have been collected specifically for the 
purpose of testing Spearman's hypothesis. However, a 
search of the psychometric literature for relevant data has 
turned up 11 large-sample studies containing appropriate 
data that may be analyzed to determine whether the 
results are predominantly consistent or inconsistent with 
Spearman's hypothesis. 

For the sake of precision, Spearman's hypothesis 
should be stated in two forms that can be termed strong 
and weak, respectively, although Spearman himself did 
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not suggest this distinction. The strong form of the hy­
pothesis holds that the magnitudes of the black-white 
differences (in standard score units) on a variety of tests 
are directly related to the tests' g loadings, because black 
and white populations differ only on g and on no other 
cognitive factors. The weak form of the hypothesis holds 
that the black-white difference in various mental tests is 
predominantly a difference in g, although the populations 
also differ, but to a much lesser degree, in certain other 
ability factors besides g. 

Methodological desiderata 

The most obvious test of Spearman's hypothesis would be 
to calculate the correlation between the g factor loadings 
of various tests and the mean black-white differences (in 
standardized units) on the various tests. 

Factor analysis and principal components are distinct, 
but rather closely related, mathematical models for trans­
forming a matrix of intercorrelated observed variables 
into a set of underlying variables, of which the observed 
variables are linear functions. In principal component 
analysis, the derived variables (termed principal compo­
nents) are orthogonal (i.e., uncorrelated). In factor analy­
sis, the derived latent variables (termed factors) may be 
either orthogonal or oblique (i.e., correlated with one 
another). In principal components, the n observed vari­
ables are transformed into n linearly independent vari­
ables, or components, which account for the total vari­
ance in the observed variables, with the first principal 
component accounting for the largest proportion of the 
total variance, the second principal component account­
ing for the second largest proportion, and so on to the nth 
component, which accounts for the smallest proportion of 
the variance. In factor analysis, the total variance of the 
observed variables is divided into two main portions: (1) a 
number of common factors (which empirically are always 
fewer than the number of observed variables) and (2) a 
residual variance, consisting of specificity (i.e., that por­
tion of the reliable or true-score variance of each observed 
variable which is not shared by any of the other observed 
variables in the analysis) and error variance due to errors 
of measurement, or unreliability. The common factors 
are latent variables shared by two or more of the observed 
variables. An observed variable's communality is that 
proportion of its variance which is attributable to common 
factors. 

The largest common factor (i.e., the factor accounting 
for the largest proportion of the total variance attributable 
to all of the common factors) may often be interpreted as a 
general factor, or g. (Also, the first principal component is 
often loosely termed a "general factor.") The mathe­
matical basis of principal components and common factor 
analysis is succinctly explicated by Kendall and Stuart 
(1976, Chap. 43). More detailed treatments can be found 
in books by Cattell (1978), Harman (1967), and Mulaik 
(1972). 

There are three main methods currently in use for 
factoring a correlation matrix. Each method yields the 
general factor of a collection of tests: the first principal 
component, the first principal factor, and a second-order 
g factor derived from a hierarchical factor analysis, that is, 
the general factor among the obliquely rotated first-order 

factors. For the data under consideration here, it turns 
out that all three methods yield such similar results that 
findings and conclusions are essentially the same. In fact T 
g loadings have been extracted by all three methods in the ' 
present study. The Burt-Tucker (Cattell 1978, pp. 251- j 
55) coefficient of congruence2 applied to the g factor / 
loadings extracted by each of the three methods shows I 
values ranging from .990 to .999. This is a typical finding 
(e.g., Silverstein 1980a; 1980b). However, because the * 
first principal factor is the most generally preferred repre- | 
sentation of g among experts in factor analysis, results i 
reported in the present paper are generally based on the ■ 
first principal factor. In two studies for which other factors j 
besides g are also of theoretical interest, however, the j 
hierarchical second-order g, obtained by the Schmid- 1 
Leiman (1957) orthogonalization transformation, is l 
used.3 (The Schmid-Leiman hierarchical factor analysis 
differs from the more familiar Thurstone hierarchical I 
factor analysis in that the Schmid-Leiman analysis re-
sidualizes the oblique [correlated] primary factors, and ' 
thereby orthogonalizes them. This procedure makes the j 
primary factors smaller, since their common variance, ; 
which now exists in the factors at the next higher level of I. 
the hierarchy, has been removed. Orthogonalization is f 
similarly applied at each higher level of the hierarchy, so 
that all the factors within levels and between levels of the ( 
hierarchy are made orthogonal to one another, and each 
of the original variables [tests] is projected onto each of 
the orthogonal factors at each level of the hierarchy. A 
distinctly different alternative method of hierarchical 
factor solution that achieves a result which is identical to I 
that of the Schmid-Leiman procedure has been devel- i 
oped by Wherry, 1959.) For the present data, the con- \ 
gruence coefficients between the Schmid-Leiman g and j 
the first principal factor are greater than +0.99 in both 
the black and white samples. I. 

It should be understood, of course, that the first prin- j 
cipal factor of any given collection of mental tests (or other 
measurements) does not necessarily represent the same I 
general factor as Spearman's g, or the same general factor j 
that would be extracted from some quite different collec- I 
tion of tests. It turns out, however, that different batteries 
of tests, provided they comprise a considerable number « 
and diversity of tests, do, in fact, yield highly similar g [ 
factors (Jensen 1980a, pp. 233-34). That is to say, the sets j 
of g factor scores derived from the different test batteries 1 
administered to the same subject sample are highly i 
correlated with one another. Moreover, examination of j 
the nature of the tests showing the highest g loadings in j 
any battery usually reveals that the items in these most g- I 
loaded tests formally reflect Spearman's characterization • 
of g as the capability for abstract reasoning, or, to use I 
Spearman's own words, "the eduction of relations and i 
correlates." The inferential ability reflected in highly . 
g-loaded test items has presumably operated either j 
largely in the person's past (as in the acquisition of ■ 
vocabulary and general information [Sternberg & Powell [ 
1983; Werner & Kaplan 1952]), or largely in the immedi- f 
ate test situation itself (as in solving novel figure analogies 1 
or progressive matrices). Cattell (1963) has characterized j 
these two aspects of g as crystalized and fluid intel­
ligence, or gc and gy, respectively. In native-born, En­
glish-speaking subpopulations in the United States, there 
is generally a very high correlation between gc and gj- so 
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high, in fact, that these two facets of general intelligence 
cannot always be clearly distinguished by factor analysis. 

The average difference between two groups on a given 
test must, of course, be expressed in standardized units, if 
it is to be meaningfully compared with the average group 
difference on some other test. I have used as the stan­
dardized unit the square root of the variance within 
groups, referred to henceforth as a sigma (a) unit. This a 
unit is equivalent to the weighted average standard devia­
tion within groups, the weights being the respective sizes 
of the two samples. That is, the sigma unit for two groups, 
A and B, would be 

a = [(A>2A + NB<j%)l(NA + NB)]M 

where aA and crB are the standard deviations of groups A 
and B, respectively, and NA and iVB are the numbers of 
persons in each group. The mean difference between the 
groups expressed in a units is simply d^ = (XA — XB)/cr. 

One kind of evidence supporting the Spearman hy­
pothesis, then, would consist of a positive coefficient of 
correlation (or other index of relationship) between the g 
loadings of specific testsand the standardized mean 
black-white difference (da) on these tests. Since the 
correlation would usually be based on a small 2V (i.e., the 
number of tests), the magnitude of such correlations and 
their consistency across different samples of persons and 
different batteries of tests should take precedence over 
the level of statistical significance of any single correlation 
as evidence for Spearman's hypothesis. Because the g 
loadings derived from a particular battery of tests are not 
statistically independent of one another and do not 
qualify as a random sample from a population with an 
assumed normal distribution, and because the same is 
true of the standardized mean black-white differences on 
the tests, the Pearson product-moment coefficient of 
correlation (r) between g loadings and mean differences, 
although it is the most precise index of the degree of 
linear relationship between the two sets of variables, 
cannot, in a strict sense, be tested for statistical signifi­
cance. Therefore, significance tests are not here applied 
to the Pearson r when used as an index of relationship 
between g loadings and mean black-white differences. 
However, in addition to the Pearson r, the corresponding 
Spearman rank-order correlation, p, is also reported, 
because its level of significance does not rest on any 
assumptions about the distributional characteristics of the 
two variates (Kendall & Stuart 1976, pp. 494-99). As a 
nonparametric, or distribution-free, test of indepen­
dence or index of relationship, the rank correlation's level 
of significance is simply the proportion of all possible n! 
permutations of the n-ranked pairs of variables for which 
the absolute value of p is equal to or greater than the 
obtained p. 

Ideally, four methodological caveats should be ob­
served in investigating Spearman's hypothesis. 

1- Factor analysis should be performed in the two 
Population groups separately, so that the factor loadings 
(via the zero-order correlations from which the factors are 
derived) are not contaminated by population differences 
°n the various tests. If the same factors are found in both 
Populations, it is appropriate to use the factor analysis of 
whichever sample is larger, because this analysis will 
nave the higher reliability. The first principal factor, or g, 
ln a battery of tests must be essentially the same factor, 

within the limits of sampling error, in both populations. 
This requirement can be tested as follows: We determine 
the degree of similarity between populations in the pat­
tern of factor loadings over the various tests by obtaining 
the congruence coefficient, rc, between the two sets of 
loadings. A high congruence coefficient (i.e., at least .90) 
means that the magnitudes of the factor loadings on the 
various tests are highly similar for both populations. A 
potential problem arises if all the tests are nearly equally 
loaded on g. In this event, because of random sampling 
error, the slight differences in g loadings may not form a 
sufficiently reliable pattern to allow a substantial correla­
tion between the population groups. The split-half relia­
bility of the pattern of g loadings can be estimated by 
splitting the subject sample into random halves and 
factor-analyzing each half. The correlation between the 
factor loadings of the two halves, boosted by the Spear­
man-Brown prophecy formula [boosted r = 2rhh/(l + 
rhh)>wnere rhh is the correlation between the half-sample 
profiles], gives an estimate of the reliability of the pattern 
of g loadings for the total sample. The reliability of the 
pattern of mean group differences on the various tests can 
be estimated by the same procedure. The correlation 
between the pattern of g loadings and the pattern of group 
differences can then be corrected for attenuation in the 
usual way, by dividing the correlation by the geometric 
mean of the two reliability coefficients. 

2. The population samples being compared should not 
have been selected in terms of any highly g-loaded 
criterion. For example, we could not properly test Spear­
man's hypothesis by using black and white students in a 
highly selective college that applies the same selection 
criteria to all applicants, since such selection for academic 
aptitude would tend to equalize the population means on 
the most g-loaded tests. Hence, any selection of subjects 
on general ability would work directly against the Spear­
man hypothesis to some degree. What is more, the g 
factor extracted from tests given to highly selected groups 
would be considerably diminished, and probably dis­
torted, as compared with the g extracted from the same 
tests given to random samples of either the black or the 
white population. 

3. Test reliability affects both factor loadings and group 
mean differences (in cr units). Both variables are attenu­
ated by measurement error. If, therefore, reliability 
differs markedly from one test to another, the correlation 
between the profile of the tests' g loadings and the profile 
of the mean population differences on the tests will be 
spuriously inflated by the common influence of unre­
liability (measurement error) on both variables. This is 
probably not a serious drawback if all the tests have quite 
high and similar reliabilities or if there is no systematic 
relationship between tests' reliabilities and their intrinsic 
g loadings (i.e., the g loadings after correction for attenua­
tion). The importance of these possibilities must be em­
pirically investigated. Of course, it is always most desir­
able, when the test reliabilities are known, to correct both 
the g loadings and the mean differences for attenuation. 
This is accomplished by dividing each variable (i. e., the g 
loading and the mean difference) by the square root of the 
test's reliability coefficient. The studies reviewed here 
have provided only internal consistency reliabilities 
(KR-20 or split-half), and these have been used to correct 
the g loadings and mean differences for attenuation. It 
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would also have been desirable to correct for attenuation 
based on test-retest reliability (i.e., temporal stability of 
test scores), but these reliabilities were not available. 
Although the two types of reliability are conceptually 
distinct, empirically they are usually quite similar for 
mental tests. 

4. Some caution must be exercised in the theoretical 
interpretation of a high correlation between tests' g load­
ings on the first principal factor and the mean differences 
between groups. Not every collection of tests necessarily 
yields a first principal factor that can be properly in­
terpreted as Spearman's g in the psychological sense 
intended by Spearman. The first principal factor is af­
fected by variation in psychometric sampling; different 
collections of tests will result in somewhat different first 
principal factors, especially if each collection has a con­
centration of highly similar tests that differ quite marked­
ly from the tests in other collections. Thus one must look 
for evidence that the first principal factor can reasonably 
be interpreted as Spearman's g. Marker tests with known 
high g saturations, as evidenced by other factor analytic 
studies, may serve as an important indicator. Another 
potent indicator is the degree of relationship between the 
profile of various tests' g loadings and the profile of these 
same tests' correlations with IQ or total scores on the best 
tests of general intelligence in terms of their validity for 
predicting performance in educational, occupational, and 
other practical criteria. It seems safe to say that most of 
the variance (probably as much as 75% to 85%) in total 
scores on standard omnibus intelligence tests represents 
Spearman's g. Therefore, the loadings on the first prin­
cipal factor of a collection of cognitive tests should be 
quite highly related to the correlations of these tests with 
total scores on tests of general intelligence or IQ if the first 
principal factor is to be properly interpreted as Spear­
man's g. Finally, of course, we should inquire as to the 
nature of the two or three tests that show the highest 
loadings on the first principal factor of our collection of 
tests, in order to see if these highly loaded tests display 
the properties of inference or relation eduction, ab-
stractness, and transformational complexity that best 
characterize Spearman's g psychologically. 

If the psychological interpretation of the first principal 
factor (as contrasted with its purely mathematical in­
terpretation) is in doubt, then what would be the meaning 
of a high degree of relationship between the factor load­
ings (derived within either black or white samples) of the 
various tests and the sizes of the black-white mean 
differences on those tests? If there is a doubt that the first 
principal factor is very similar to Spearman's g, such a 
relationship could, of course, neither confirm nor discon-
firm Spearman's hypothesis. However, such a finding 
would mean, at the very least, that whatever linear 
composite of these various tests discriminates the most 
among individuals within each population also discrimi­
nates the most between the means of the two populations. 
This condition implies, of course, that individual dif­
ferences within the populations and the mean difference 
between the populations are factorially the same or highly 
similar, whatever the psychological nature of the factor 
may be. In other words, the first principal factor of this 
battery of tests discriminates between black and white 
individuals on the same basis as it discriminates between 
individuals in the same population, whether or not the 

first principal factor is psychologically interpretable as 
Spearman's g. This would be the expected outcome, 0f 
course, if the tests in the battery were not biased in 
discriminating individual differences. 

Elsewhere (Jensen 1980a), I have pointed out an alter­
native interpretation of the empirical findings which 
Spearman's hypothesis attempts to comprehend: 

Blacks and whites differ merely in overall level of 
performance on all test items (i. e., there is no race x 
items interaction), and those items (or subtests) that 
contribute the most to the true-score variance (by 
virtue of high reliability and optimal difficulty level) 
among individuals of either race thereby also show the 
largest mean differences between the races, and they 
are also the most heavily loaded on a general factor 
(i.e., the first principal component) that, by its mathe­
matical nature, necessarily accounts for more of the 
variance than any other factor, regardless of the psy­
chological nature of the first principal component ex­
tracted from the particular collection of tests. By this 
interpretation, the only condition needed to yield 
results at least superficially consistent with Spearman's 
hypothesis is that there be no appreciable race X items 
or race X tests interactions or, in other words, that the 
tests not be racially biased. (Pp. 548-49) 

Not only does this explanation now appear far too super­
ficial, it is seriously inadequate on at least two counts. In 
the first place, as is shown by the evidence in the present 
article, there is a correlation between black-white dif­
ferences and g loadings on various tests, even when 
differences in test reliability are taken into account by 
correcting the g loadings and the mean differences for 
attenuation (i.e., unreliability). Second, tests and single 
items still show differences in g loadings when they are 
equated in difficulty level and variance; that is, tests' or 
items' g factor loadings and differences in factor loadings 
are not mere artifacts of differences in variance or level of 
difficulty, and g, or the first principal factor, is not 
explainable in terms of these variables. Certain types of 
items and tests, whose common characteristics cannot be 
described in terms of information content or surface 
appearance alone, have larger g loadings more con­
sistently than other items or tests. Even the same test can 
take on different g loadings under different degrees of 
what might be termed "cognitive strain." We see this 
most clearly in dual tasks (or competition tasks) in which 
the subject is required to perform two different elemen­
tary cognitive tasks, either simultaneously or in immedi­
ate succession. Dual tasks can be used for measuring 
storage/processing trade-off in working memory. The 
more of the capacity of working memory that is used for 
short-term storage of information, the less capacity there 
is available for other forms of information processing -
encoding, discrimination, transformation, and so on. 
Consequently, a dual task puts a greater strain on the 
storage and processing capacity of working memory. In a 
dichotic listening task, for example, a person simul­
taneously hears a different pattern of three tones in each 
ear (e.g., left ear: high, low, high; right ear: low, high, 
low) and is then randomly postcued to report the pattern 
presented to one ear. Stankov (1983) has made the discov­
ery that performances on a variety of ECTs are more 
highly intercorrelated, and are therefore more heavily g-
loaded, when they are presented in the dual-task para-
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